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ABSTRACT: The concentrations of ten elements in 209 unrelated
glass specimens received as evidence were used to assess the fre-
quencies of errors of false association (Type II errors) using several
comparison criteria at specified significance levels (Type I errors).
Pairwise comparisons of the samples using either the equal-variance
t-test or Welch’s modification (unequal variances) result in a small
number of errors of false association, even when adjusting the sig-
nificance level (Bonferroni correction) for multivariate compar-
isons. At the 95% confidence level (overall Type I error of 0.05, or
individual element comparison error of 0.005), only two Type II er-
rors are made in 21736 comparisons (0.009%) when using the
equal-variance t-test for comparison of sample means. In this study,
the range overlap test using three replicate measurements per spec-
imen results in no errors of false association. Most specimen pairs
in this data set are readily discriminated either by differences in the
concentrations of several elements or by an extremely large differ-
ence in the concentrations of one or more element.

KEYWORDS: forensic science, criminalistics, trace evidence,
glass, elemental analysis, statistics, ICP-AES

The forensic comparison of recovered glass fragments with spe-
cific broken objects is a well-accepted trace evidence examination.
A variety of optical, physical, and chemical properties of glass
fragments has been successfully utilized for these comparisons.
Despite the number of possible comparison parameters, the major-
ity of forensic glass examiners have consistently relied primarily
on refractive index and density measurements. There are several
reasons for the frequent use of these properties. They have been
shown to possess relatively good source discrimination capabili-
ties; well-documented, nondestructive analytical methods are
widely available; and there is a long history of their acceptance in
most legal systems. As a result, there have been many studies con-
cerning both the interpretation and significance of comparisons us-
ing refractive index and density measurements. A large body of lit-
erature exists that discusses various statistically-based approaches
that can be used to place some measure of significance on the find-
ing that two or more glass fragments are analytically indistinguish-

able. Nearly all of these published studies are concerned with re-
fractive index measurements. Although there have been fewer
studies concerning their interpretation, density measurements have
been accepted as valid, in large part, by analogy to refractive index
measurements. These studies concerning methods of significance
testing, particularly those using refractive index measurements,
have recently been summarized by Curran et al. (1).

Although RI and density are widely used for comparison of foren-
sic evidence and offer relatively good source discrimination capa-
bility, their discrimination potential is limited in comparison with
that of chemical composition. The very high discrimination capabil-
ities of methods providing precise measures of elemental composi-
tion have been well documented (2). However, most of the literature
concerning elemental analysis of glass describes the development
and validation of analytical procedures rather than evaluation of
forensic significance. Initial approaches based on neutron activation
analysis, X-ray fluorescence spectroscopy, and optical emission
spectrometry have been replaced for the most part by measurements
of element concentrations by inductively coupled plasma-atomic
emission spectroscopy (ICP-AES) and, most recently, inductively
coupled plasma-mass spectrometry (ICP-MS). Limited availability
of instrumentation in crime laboratories and rapid changes in ana-
lytical methods have hampered adoption of consistent analytical
protocols, including lists of analyte elements. Consequently, match
criteria for elemental measurements have not been as well docu-
mented as those for refractive index, or even density measurements.

The various comparison criteria applied in trace evidence evalu-
ations have historically relied on traditional hypothesis tests, such
as the Student’s t-test. The very nature of these test statistics poses
an interesting problem in their application to evidentiary compar-
isons. Hypothesis tests are performed to specified confidence lev-
els, which define the percentage of Type I errors that can be ex-
pected for the comparison of mean values of measured variables in
two sample populations. Type I errors are defined as errors of fail-
ing to accept the null hypothesis when it is true. In this context, a
Type I error is forming the erroneous conclusion that there is a sig-
nificant difference between the compared specimens when, in fact,
there is not. Type I errors are of less concern in a forensic context
than are Type II errors, failing to reject the null hypothesis when it
is false. A Type II error, or false inclusion, is considered the more
egregious error in forensic comparisons, because it may incrimi-
nate a truly innocent subject. Unfortunately, conventional hypoth-
esis tests do not offer a means of directly specifying an acceptable
level of Type II errors. Further, there is an inverse relationship be-
tween Type I and II errors, so that adjustments to test criteria to
lower the frequency of Type I errors result in an increase in the

505

Robert D. Koons,1 Ph.D. and JoAnn Buscaglia,1 Ph.D.

Interpretation of Glass Composition
Measurements: The Effects of Match Criteria 
on Discrimination Capability*

1 Research Chemist, Forensic Science Research Unit, FBI Laboratory, FBI
Academy, Quantico, VA.

* This is Publication No. 01-20 of the Laboratory Division of the Federal Bu-
reau of Investigation (FBI). Names of commercial manufacturers are provided
for information only, and inclusion does not imply endorsement by the FBI.

Received 11 Oct. 2001; and in revised form 3 Dec. 2001; accepted 3 Dec.
2001.



506 JOURNAL OF FORENSIC SCIENCES

number of Type II errors. There is always a compromise between
these two types of errors, with only the level of Type I errors read-
ily predicted from the comparison criteria. This paper reports the
results of a study in which a database containing analytical results
from unrelated specimens was used to assess the Type II error rate
at given Type I error levels.

Most of the studies concerning the effects of various comparison
criteria and the significance of indistinguishability of compared glass
fragments are based on refractive index measurements and, there-
fore, nearly all of them utilize univariate test statistics. However, in-
terpretation of elemental concentration data is complicated by the
fact that one must consider multiple comparisons. For example,
when two samples from the same source are compared using hy-
pothesis testing with a single variable at a particular significance
level, say � � 0.05, then there is a 5% probability of falsely exclud-
ing them. Further comparison using a second variable will produce
an additional 5% false exclusion rate. For multivariate comparisons,
the overall rate of Type I errors is approximately equal to n � �,
where n is the number of variables. For comparisons involving ten
variables, as is typical with elemental concentration measurements
of glass, an unacceptably high rate of Type I errors results unless a
correction is performed. Approaches used to address this problem in-
clude reducing the � level (the Bonferroni correction), using a mul-
tivariate form of the comparison test, or using the continuous likeli-
hood ratio approach. Curran et al. state that lowering the � level to
�/n will result in extremely high levels of Type II errors (3). Instead,
they recommend the use of Hotelling’s T2, a multivariate form of the
t-test, and continuous likelihood-based approaches for elemental
comparisons (4). However, it should be noted that each of these
methods has limitations. The Hotelling’s T2 test requires too many
replicate measurements to be practical for use in forensic case work.
For example, the comparison of ten variables requires the analysis of
at least twelve replicate samples. The continuous approach requires
knowledge of multidimensional probability density functions that
are, for the most part, nonexistent and impossible to construct.

Another method of reducing the overall Type I error rate in mul-
tivariate comparisons is to reduce the number of variables. Once
again, a compromise must be made. The use of too many variables
increases the probability of making a Type I error, whereas using
too few variables limits the discrimination capability. The optimum
balance will depend upon sample constraints, analytical figures of
merit, interdependence of variables, and the distribution of mea-
sured values within glass objects and across all sources. For exam-
ple, the addition of elements to an analytical scheme may not im-
prove discrimination if they are correlated with other elements,
have poor precision within a single glass object, or exhibit a narrow
range of values among glass sources. On the other hand, elimina-
tion of an element from an analytical protocol may fail to reveal a
difference between two sources that vary greatly in the concentra-
tions of that element.

In this study, a test data set of the concentrations of ten elements
in evidentiary glass specimens, determined by ICP-AES, was used
to assess the frequency of errors of false associations. Specifically,
the effects of applying the Bonferroni correction and decreasing the
number of variables, and the relative discrimination capabilities of
the elements were evaluated.

Methods

Specimen Selection

The glass specimens selected for this study were received as ev-
idence by the FBI Laboratory during the period of 1990–2000. For

those cases where it is appropriate, according to the FBI Laboratory
protocol, the concentrations of up to ten elements are determined
by ICP-AES in glass fragments. Three fragments from each speci-
men are analyzed separately to provide a measure of the variability
of each measured element concentration within the source object.
However, in some instances the limited size of the evidentiary
specimen requires that the triplicate samples must be taken from a
single fragment. The FBI Laboratory compiles the results of these
analyses as part of its experience database. At the time this study
was undertaken, the results of elemental analysis of 1806 analyti-
cal samples were contained in the database.

For this study, the full database was reduced in size to make a
test sample set suitable for the determination of the rates of match-
ing errors. Only those evidentiary specimens for which three frag-
ments had been analyzed for the full ten-element suite were in-
cluded in the test set. For each case, one specimen was initially
selected and its data placed into the test sample set. The results for
every other specimen in that case were compared to the selected
data. If a second specimen in that case were clearly analytically dis-
tinguishable in one or more parameter, it was considered to repre-
sent a second source of glass, and it was also selected for the test
sample set. This process was continued for all specimens, compar-
ing each one with all previously selected specimens from that same
case, until a group was selected representing the distinguishable
separate sources of glass received in each particular case. This pro-
cess was repeated for each case in the original database, and all se-
lected data were compiled together into the test set. This method of
sample selection ensures that the test set does not include data from
two specimens from the same broken object in a given case. How-
ever, no cross-case comparisons were considered in the selection of
samples. The test set in this study, therefore, represents an unbiased
sample, in the sense that each glass specimen is represented only
one time. The resulting data set used for this study consists of 209
specimens from 148 cases, each analyzed in triplicate, or 627 ana-
lytical samples. This data set is similar to that used in a previous
publication (2). However, new specimens that were analyzed after
the earlier study was completed have been added to this data set. A
few specimens for which an element concentration was missing
and nonevidentiary research specimens that were included in the
prior study were excluded. This test set should be a realistic repre-
sentation of an appropriate population suitable for frequency-of-
occurrence studies because it consists of only those seemingly un-
related glass specimens submitted as evidence.

Methods of Analysis

All samples in the test data were analyzed using well-established
methods in use in the FBI Laboratory for examination of eviden-
tiary specimens. The concentrations of the ten elements, Al, Ba,
Ca, Fe, Mg, Mn, Na, Sr, Ti, and Zr, were determined in 2–8 mg
samples using ICP-AES. Details of the cleaning, dissolution, and
analysis procedures are presented elsewhere (5,6). One or more
well-characterized standard reference glasses (NIST, Gaithers-
burg, MD) were prepared and analyzed in the same manner as the
samples with each case. The accuracy of the results for these refer-
ence glasses was verified for each element before sample results for
that case were added to the experience base, from which the data
for this study were drawn. This continuing check on the accuracy
of the results allows the data to be used for studying the distribu-
tion of the measured parameters in the glass population represented
by the experience base. The precision, as measured by the variation
of the triplicate analytical results for each specimen, reflects both



the analytical reproducibility and the source variability of the mea-
sured glass object.

Refractive indices (RI) of some specimens were determined us-
ing the Emmons double-variation method (7). According to the
FBI Laboratory protocol for the Emmons double-variation method,
RI measurements are performed on multiple analytical samples,
but only a single RI value to the fourth decimal place is recorded in
the experience base. Since no precision measure is recorded with
each RI value, this variable could not be included in this statistical
study. For a period of time, RI measurements from known-source
objects only were placed into the RI experience base. Therefore, RI
data are available for only 151 of the 209 specimens in the test set.

Results and Discussion

The principal goal of this study was to evaluate the relationship
between Type I and Type II errors in glass comparisons using the
elemental composition data. This relationship was studied by mak-
ing all pairwise comparisons of the 209 specimens (21736 compar-
isons) for each of the ten elements using the Student’s t-test as a test
criterion. Several � levels were selected to define specified levels
of Type I errors. The test set was constructed such that every spec-
imen represents a distinct source. Therefore, at each � level, the
number of Type II errors can be directly measured, because it is
equal to the number of indistinguishable specimen pairs.

When using the t-test to compare the mean values for two sam-
ples, assumptions concerning the shape and variance of each dis-
tribution are made. Use of the t-test assumes that each of the sam-
ple populations being compared is normally distributed. For
glasses formed from well-mixed solutions, such as in high-volume
float and bottle production, the element variation is random and
measured concentrations can reasonably be expected to be nor-
mally distributed, particularly for those elements present at mea-
surable levels using ICP-AES. Regardless, it has been reported that
minor deviations from normality do not adversely affect the use of
the t-test (8,9). A second consideration for use of the t-test is
whether the variances of the two sample populations being com-
pared are equal. It has been shown that element concentrations in
two glass specimens having similar mean concentrations generally
have equal variances (2). This similarity of variances results from
the fact that instrument precision is typically a more important con-
tributor to the overall variance than is the within-source hetero-
geneity. When the mean concentrations of an element differ signif-
icantly in two specimens, the variances will also differ, because
instrument precision varies with concentration. However, such
specimens are readily excluded as having come from the same
source by any comparison method, including casual observation.
For this study, t-tests using both equal and unequal variances
(Welch’s modification) for the compared sample populations were
applied to all pairwise combinations of the data set. For the equal-
variance t-test, a single pooled standard deviation value for the two
specimens in each pair was used and, for the unequal-variance test,
the Welch modification was used for each comparison, regardless
of whether there was a significant difference between the two stan-
dard deviations. All t-tests were evaluated using 2-tailed test crite-
ria.

The results of pairwise comparisons using the t-test with both
equal and unequal variances at five probability levels are shown in
Table 1. The � levels for each individual comparison and the cor-
responding overall Type I error rates for comparison of ten ele-
ments are presented as the upper- and lower-column headings, re-
spectively. As shown in Table 1, when using the t-test to compare

glass specimens with ten element concentrations as variables, the
number of Type II errors is very small. At a relatively high per-
centage of over all Type I errors (10%), the equal-variance t-test re-
sults in no Type II errors, and the unequal-variance t-test results in
two Type II errors out of 21736 pairwise comparisons. Using a
more conventional overall � level of approximately 0.05, the oc-
currence of Type II errors increases to 1/11000 (equal variance)
and 1/1800 (unequal variance.) Even when using the relatively
wide comparison criteria of 0.01 for overall �, the frequencies of
false inclusions are approximately 1/1000 (equal variance) and
1/130 (unequal variance). As a point of perspective, for two speci-
mens to be barely distinguishable by the equal-variance t-test at the
0.01 overall � level (individual � � 0.001), their mean concentra-
tions of at least one element must differ by greater than 8.6 times
the pooled standard deviation. This match criterion is quite wide
compared to the two or three standard deviation criteria frequently
used in forensic comparisons.

The inverse relationships between Type I and Type II errors for
both the equal- and unequal-variance t-tests based on the data in
Table 1 are expressed graphically in Fig. 1. The higher percent of
Type II errors with the unequal-variance t-test compared to the
equal-variance t-test is readily apparent, particularly as the overall
� level is minimized. A glass examiner can use a plot such as the
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TABLE 1—Number and percent of indistinguishable pairs using the
concentrations of 10 elements.

� Level for
Each Test 0.01 0.005 0.002 0.001 0.0005

Indistinguishable Pairs
Equal Variance

Number 0 2 7 22 40
Percent 0% 0.009% 0.032% 0.101% 0.184%

Unequal Variance
Number 2 12 48 168 427
Percent 0.009% 0.055% 0.221% 0.773% 1.96%

Overall � level 0.096 0.049 0.020 0.010 0.0050

FIG. 1—Frequencies of Type I and Type II errors resulting from 21736
pairwise comparisons of evidentiary glass specimens using t-tests with
equal and unequal variances.
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one shown in Fig. 1 to select an appropriate test criterion to perform
the t-test at predetermined error rates for Type I and Type II errors.
The significant conclusion gained from this study is that the Type
II error rates are extremely low at acceptable overall Type I error
rates. The range of compositions seen in the evidentiary glass spec-
imens in this study is so wide that the likelihood of errors of false
inclusion is relatively low, regardless of the match criteria applied.

The summary of the t-test results shown in Table 1 does not pro-
vide any information about the number of elements that differ for
each distinguishable pair. Such information is useful in under-
standing the discrimination capability of the analytical method. In
evidentiary comparisons, an examiner would want to know not
only that two specimens can be distinguished, but also the number
of elements that differ and the magnitude of the differences. Any
significant difference between two specimens indicates that they
originated from different sources. However, if the concentrations
of many elements differ between two specimens, the likelihood
that they came from two separate sources is greater than if only a
single difference existed. The importance of the selection of match
criteria used for forensic comparisons is less when multiple ele-
ment concentrations differ between specimens than when only a
single difference exists. In addition, when the � level of a test is de-
creased, the increase in the likelihood of making a Type II error is
less when the sample means differ in more than one element. Fig-
ure 2 illustrates the number of times a specimen pair in this data set
can be differentiated by each of the given number of elements us-
ing equal- and unequal-variance t-tests. At each probability level
studied, the number of specimen pairs is plotted as a function of the
number of distinguishable element concentrations. As shown, for
most of the specimen pairs, there are five or more distinguishable
element concentrations when comparisons are performed at indi-
vidual test � levels of 0.001 to 0.005. In other words, most speci-
men pairs taken from the random sources of glass in this study are
very different in their elemental composition patterns as deter-
mined by ICP-AES measurements.

An interesting difference in results for the equal- and unequal-
variance t-tests appears in Fig. 2. As the � level for each test using
unequal variance is decreased (i.e., fewer Type I errors), the curves
shown in the lower portion of Fig. 2 shift to lower numbers of ele-
ments having distinguishable concentrations. That is, as match cri-
teria are made wider, as would be done using the Bonferroni cor-
rection, for example, there is a decrease in the number of elements
with distinguishable concentrations between a pair of specimens
from different sources. In contrast, as shown in the upper portion of
Fig. 2, the distribution of the number of elements distinguished in
pairs of specimens is relatively unaffected by significance level
when using the t-test with equal variance. Using this test, most of
the pairs are distinguishable by seven or more elements at all � lev-
els. If the concentrations of each element in two specimens being
compared have equal variances, then the equal-variance t-test is the
correct test to use and is more powerful for detecting true differ-
ences. Whether using equal- or unequal-variance tests, one can
lower the � level and still maintain a high degree of confidence that
two separate sources will be distinguishable by several elements
using results determined by the ICP-AES method.

Another consideration, not shown in Fig. 2 is that, for most spec-
imen pairs, the magnitudes of the differences in concentrations of
one or more element concentrations are very large. For example, as
shown in Table 1, using the t-test with equal variances at the � �
0.0005 level, all but 40 of the 21736 specimen pairs (99.8%) are
distinguishable by concentration differences in one or more ele-
ment. The critical value of t at � � 0.0005 is 10.305. In other

words, 99.8% of the specimen pairs have concentration differences
for at least one element that are greater than 10.305 times their
pooled standard deviation—a difference that is so large as to be
readily apparent with any hypothesis test, including simple obser-
vation of the analytical data.

Figure 2 also does not indicate which element concentrations dif-
fer between pairs, but rather the total number of differences consid-
ering all of the ten element concentrations. The discrimination ca-
pability of each individual element can be evaluated by determining
the number of differences between specimen pairs by element. The
number and percent of distinguishable pairs for each element at the
individual � level of 0.005 using equal- and unequal-variance t-tests
are shown in Table 2. For these tests, nearly every element is capa-
ble of discriminating 50% or more of the specimen pairs, with most
elements having approximately 80% discrimination capability.
Strontium is the most discriminating element, with greater than 90%
discrimination capability, followed closely by Fe, Al, Ba, and Ti. It
should be noted that the specimens in this data set are predominantly
flat glass, because of its prevalence in case work. A different order
of discrimination capability of the elements would be seen for other
glass types. For example, if the data set consisted of an equal mix of
glasses having Mg concentrations of approximately 0.2% (typical
of containers) and 2.0% (typical of float sheets), then the number of
specimen pairs discriminated by Mg alone would be much greater

FIG. 2—Number of elements distinguishing 21736 pairs of glass speci-
mens as a function of significance level for equal- and unequal-variance t-
tests.



than 50%. For such a data set, Mg would probably occupy a higher
position in the order of discrimination capability of the elements
than it does in the set used for this study.

Several researchers have suggested that the concentrations of
five elements are enough to provide adequate glass source discrim-
ination capability. The advantages of using a lower number of ele-
ments are to accommodate analytical methods (10) or to use multi-
variate statistics, such as the Hotelling’s T2 test, without resorting
to the requirement of an impracticably large number of replicate
measurements (1,3). However, a reduction of the number of vari-
ables, whether by deletion or linear combination, results in a loss in
the discrimination capability of the overall analytical method. In
this study, the discrimination capabilities of several elements are
very high, and the concentrations of the ten elements show no sig-
nificant linear correlations with each other (2). Therefore, a loss of
discrimination capability will occur if only some of the elements
are used to compare specimens. To assess the magnitude of this
loss, t-tests were used to determine the numbers of Type II errors
using only the five most discriminating elements: Sr, Fe, Al, Ba,
and Ti. These results are shown in Table 3, using the same format
as Table 1.

Comparison of the results shown in Tables 1 and 3 at equal over-
all � levels indicates that the loss in discrimination capability when
reducing the number of variables from ten to five elements is not
large. For example, using the equal-variance t-test with an overall
� level of about 0.05, the number of Type II errors increases from
two (0.009%) to five (0.02%) when considering the concentrations
of only the five most discriminating elements. Similarly, the in-
crease is from 22 to 26 at the overall � � 0.01 level. These results
indicate that, despite the fact that each of the ten elements provides
good discrimination capability when taken one at a time and that
the elements are independent, relatively low levels of Type II errors
occur when using only five elements. In part, this low level of Type
II errors results because the loss in discrimination by reduction of
variables from ten to five is offset by the increase in the individual
test � level needed to attain the same overall Type I error rate. Ad-
ditionally, these results reflect the fact that glass specimens from
different sources almost always display multiple, highly significant
differences.

These results might beg the question, why not use only five ele-
ments instead of ten? A general answer is that, in cases of compar-
ison of evidentiary specimens, the discrimination capability in-
creases as the number of measured independent parameters
increases. Ideally, in forensic comparisons, the number of errors of
false association should be minimized at a reasonable rate of false
exclusions. Even a small reduction in the number of false associa-
tions is desirable, particularly when it is accompanied by minimal
analytical effort. By using a greater number of elements in the com-
parison, the frequencies of both Type I and Type II errors can be
decreased. Further, when comparing the concentrations of ten ele-

ments in two specimens, there may be large, readily-recognizable
differences in the concentrations of an element that is absent from
a five-element comparison protocol. It is particularly important to
use a large number of elements when comparing specimens of un-
known glass type. Decreasing the number of elements measured
from ten to five might be a reasonable consideration when the num-
ber of elements is limited by the analytical method used. However,
when using ICP-AES or other nearly-simultaneous multielement
technique, there is no significant analytical or operational advan-
tage to reducing the number of elements.

The analytical data for three pairs of specimens, which will be
used to illustrate several points made in this paper, are shown in
Table 4. The first two of the pairs listed are the specimen pairs that
are indicated in Table 1 as indistinguishable using the t-test at equal
variance and overall � � 0.05, and also using the Welch modifica-
tion of the t-test at overall � � 0.01. For these examples, the equal-
ity of variances for each element was tested using an F-test to de-
termine which form of the t-test is appropriate. The third example
given in Table 4 represents a pair of specimens that are composi-
tionally similar, but have significantly different refractive indices.
The refractive indices of these three specimen pairs are also listed
in Table 4. Where RI data are available, they provide a valuable ad-
ditional point of discrimination. For example, of the twelve pairs of
specimens that are indistinguishable using the Welch modification
of the t-test at overall � � 0.01, nine have refractive index data for
both specimens. Of these nine pairs, five have refractive indices
that differ by more than 0.0002, which, for most glass types, would
indicate that they originate from separate sources.

2-K7 and 13-Q1

For all elements, the variances of measured concentrations are
equal for the two specimens according to the F test. As shown, all
calculated values of F are less than the critical value of 39. The t-
test with equal variance is the appropriate test for these samples,
because the variances are not significantly different. However,
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TABLE 2—Individual element discrimination capability—number and percent of distinguishable pairs for each element at individual � � 0.005.

Ca Fe Al Mn Sr Mg Ba Ti Zr Na

Individual � � 0.005
Equal Variance

No. distinguishable pairs 15321 19096 18495 15324 20385 11115 18841 17673 14340 11909
% Discriminated 70.5% 87.9% 85.1% 70.5% 93.8% 51.1% 86.7% 81.3% 66.0% 54.8%

Unequal Variance
No. distinguishable pairs 12880 17812 17360 13440 19601 8942 17404 15827 11767 9155
% Discriminated 59.3% 81.9% 79.9% 61.8% 90.2% 41.1% 80.1% 72.8% 54.1% 42.1%

TABLE 3—Number and percent of indistinguishable pairs using the
concentrations of 5 elements (Fe, Al, Sr, Ba, and Ti).

� Level for Each Test 0.01 0.005 0.002 0.001

Indistinguishable Pairs
Equal Variance

Number 5 9 26 53
Percent 0.02% 0.04% 0.12% 0.24%

Unequal Variance
Number 19 52 140 249
Percent 0.09% 0.24% 0.64% 1.15%

Overall � level 0.049 0.025 0.010 0.0050
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these two specimens are indistinguishable using the t-test with
equal variance at overall � � 0.05, but are distinguished by Ca at
overall � � 0.01. The Welch modification incorrectly fails to dis-
criminate among these two specimens, even at the overall � � 0.01
level. The range overlap method clearly differentiates between
these two specimens on the basis of Ca, Al, and Ti. The ranges for
Sr and Ba also do not overlap for these samples, but the differences
are not great enough to be considered significant. The refractive in-
dices of these two specimens are similar, differing by 0.0002.

15-K57 and 39-K2

The variances of the Fe and Mg measurements are unequal for
these two specimens, as indicated by F values greater than 39.
Therefore, the appropriate t-test for these samples is equal variance
for eight elements and the Welch modification for Fe and Mg.
These specimens are not discriminated using the combined equal-
and unequal-variance t-tests at the overall � � 0.05 level. Using the
range overlap test criterion, these two specimens can be differenti-
ated on the basis of Al, Sr, Mg, Ti, Zr, Na, and possibly Mn. In this
case, the t-test fails to differentiate between these two samples, and

the range overlap test finds seven elements that are different, with
one of them, Zr, having substantially different concentrations in the
two specimens. The t-test is too strict, resulting in an incorrect as-
sociation for two specimens that are quite dissimilar. As with spec-
imen pair 2-K7 and 13-Q1, the refractive indices of these two spec-
imens are also similar, differing by 0.0002.

29b-K1 and 106-K1

This is an example of a pair of specimens that are differentiated
by the equal-variance t-test (by Ca, Mg, and Ba) at the overall � �
0.05 level, but are indistinguishable using the Welch modification
at the same level of significance. All variances are equal, so the t-
test is more appropriate than the Welch modification. Range over-
lap differentiates between the two specimens based on Ca, Al, Mn,
Mg, Ba, and Ti. The refractive indices of these specimens differ by
0.0005. For most glass objects, this RI difference is significant and
indicates different sources.

As illustrated by the example specimen pairs in Table 4, the range
overlap criterion is the most discriminating test of those considered.
In this study, use of the range overlap comparison criteria results in

TABLE 4—Analytical and summary data for three pairs of specimens that are compositionally
similar. The two comparisons that have significantly different variances according to the

F-test are highlighted in gray.



no Type II errors. In fact, most pairs of specimens are differentiated
by more than five elements. There is no particularly compelling sta-
tistical basis for the range overlap test to be so successful. Unlike
other measures of population distribution, such as standard devia-
tion, the range increases with the number of replicates. Therefore, if
the number of replicates per specimen were increased, the number
of false inclusions would also increase. It is probably a fortuitous
circumstance that with three replicates, the range test gives such
good error rates, at least as far as Type II errors are concerned. A dis-
advantage of the range overlap test is the incidence of Type I errors,
which is not explicitly known. Statistically, the range of a single set
made up of three replicate samples encompasses approximately
1.91 times the standard deviation (11). The average ratio of the
range to the standard deviation for all element concentrations in the
glass specimens in this study is 1.90, in accord with the theoretical
value. Therefore, this range overlap match criterion is tight, result-
ing in a relatively large Type I error rate. Another disadvantage to
the range overlap criterion is that it is more prone to errors caused
by outliers than are other hypothesis tests.

Conclusions

The high degree of discrimination capability obtained when ten
element concentrations are compared allows use of the Bonferroni
correction to avoid a high frequency of Type I errors on multiple
comparisons, while still maintaining a low level of Type II errors.
In a prior study of glass compositions, it was stated that lowering
Type I errors as needed for the Bonferroni correction will make
true differences “almost impossible” to detect (3). The results pre-
sented in this paper indicate that this statement is incorrect, at least
for glass composition comparisons using ICP-AES data. Specifi-
cally, all but 0.009% of specimens from truly separate sources were
differentiated using the t-test with a 0.05 overall significance level.

It has also been suggested (1) that, when using a t-test for com-
parisons of RI in glass, the Welch modification should be used, be-
cause the variances generally differ between control and recovered
samples. The situation appears to be different for the compositional
data included in this study. For most specimen pairs in this study,
when the concentrations of an element are approximately equal, the
variances of the ICP-AES measurements are not significantly dif-
ferent. It must be noted that the pairs of specimens in this study are
not control-recovered pairs, but rather two specimens for which
triplicate mg-sized fragments were available. For these samples, it
is generally more appropriate to use the t-test with equal variance
than the Welch modification for these comparisons. Regardless of
the significance level used, the Welch modification always results
in a higher number of false inclusions than does the equal-variance
t-test. For glass composition comparisons making the assumption
of unequal variances and using the Welch modification in all cases
is unnecessarily conservative. A better approach would be to use
the F-test to assess the equality of variances, and then use the ap-
propriate t-test.

It has also been stated that the range overlap test should not be
used, because it results in too many false associations (1). The re-
sults of this study indicate that, for glass composition data, this
statement is not correct. The range overlap criterion is the most dis-
criminating test of those considered, with no Type II errors and
most specimen pairs distinguishable by more than five elements.
The range overlap test also has a certain legal appeal and overall
simplicity; that is, when the ranges of data points from two separate
sources overlap, they cannot be sorted out into two distinct groups.
The disadvantage of the range test is not that it results in too many

false associations, but rather that it may result in too many false ex-
clusions, at least when the range is formed by three replicates.

The use of multivariate tests, such as the Hotelling’s T2 statistic
for comparison of multivariate data has been recommended (1,3).
However, for comparison of ten variables, this test requires a min-
imum of twelve measurements for each variable. With only three
replicates for each specimen in this study, we could not apply
Hotelling’s T 2 test to the 10-element concentration data. The re-
sults of this study indicate that, if the number of measured element
concentrations is reduced from ten to five, the reduction in dis-
crimination capability is not large. However, the alternative ap-
proach, that of Bonferroni correction to the t-test, seems more ap-
propriate given that one cannot be sure whether elimination of even
one element may result in the loss of valuable discriminating in-
formation. Another approach that remains to be tested is to reduce
the number of variables by linear combination of the ten element
concentrations and then use a multivariate test statistic.

The results of this study highlight some of the merits and draw-
backs to several methods for interpretation of element concentra-
tions in glass. In cases where triplicate samples can be obtained
from both specimens to be compared, as in the data in this study,
the most effective comparison method is either the appropriate 
t-test at an overall 0.05 significance level or the range overlap test.
In cases where one or more small, recovered fragments are to be
compared to many fragments from a control source, several ap-
proaches can be considered. One approach is to characterize the
control specimen well by analyzing a relatively large number of
representative fragments. The results for each recovered fragment
can then be compared individually with this potential source using
a Bonferroni-corrected test statistic or a range test. The number of
analytical samples appropriate for characterization of the control
glass and the specific comparison criteria can be determined using
the discrimination capabilities demonstrated in this study and the
principles discussed by Sandercock (12). A second approach is to
group the recovered fragments based on their RIs and elemental
compositions using an appropriate algorithm (13). Comparison of
the grouped samples with potential sources can then be made in the
same manner as the comparisons in this study. The use of element
concentrations to form source-groups among the recovered frag-
ments will be far less prone to grouping errors than is RI data alone
because of the wide variations among sources and the good preci-
sion within each source.

The evaluation of elemental composition data for evidentiary
glass samples conducted in this study shows that a very small like-
lihood exists for failing to discriminate between glass fragments
from different sources, regardless of the matching procedure or sig-
nificance level used. The approach presented in this study for the
evaluation of matching errors may also be applied to other types of
data, such as RI, and other forms of evidentiary materials, besides
glass. It has yet to be shown whether other materials may be dis-
criminated to the same degree as that provided by the composi-
tional analysis of glass. The frequencies of Type I and Type II er-
rors for other forms of evidence and analytical parameters depend
upon variability across sources or manufacturing production runs,
homogeneity of the objects being considered, and measurement
precision for the comparison parameters.
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